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Abstract
Optical flow estimation is a key task in computer vision, particularly critical for autonomousnavigation where accurate motion perception is essential. It can be integrated with various othervision tasks—such as semantic segmentation, object detection, tracking, and motion analysis—toenhance temporal resolution and overall scene understanding.
Conventional approaches primarily rely on frame-based cameras. However, these cameras,typically operating at 20–30 frames per second, suffer from several limitations: motion blur andglare reduce the quality of information within frames, while the low temporal resolution leads tosignificant data loss between frames. Although increasing the frame rate could alleviate some ofthese issues, it comes at the cost of higher computational load and energy consumption, due tothe processing of largely redundant pixel data. Moreover, this does not resolve intrinsic limitationssuch as narrow dynamic range.
Event cameras offer an alternative by capturing asynchronous changes in brightness at the pixellevel, enabling high temporal resolution and low-latency sensing. Nonetheless, most event-basedmethods depend on supervised learning using ground truth aligned with frame-based sensors,which inherently limits their temporal precision. Meanwhile, self-supervised methods—such asthose based on contrast maximization—remain far less accurate than their supervised counterpartsand often demand significant computational and energy resources.
To address these challenges, we propose a novel hybrid vision architecture that leverages bothframe and event data to estimate optical flow at high temporal resolution. This approach aims tocombine the complementary strengths of both sensing modalities, enabling robust and efficientmotion estimation with improved accuracy and reduced computational cost.
Semantic segmentation is crucial for autonomous navigation systems, yet current frame-basedapproaches face fundamental limitations. Traditional cameras operating at 20-30 fps experienceinformation loss through motion blur and glare within frames, while their low temporal resolutionresults in missed data between frames. Although increasing frame rates could mitigate temporalresolution issues, this approach leads to higher computational costs and energy consumptionby processing largely redundant pixel data, without addressing fundamental dynamic rangeconstraints. To address these challenges, we propose a research project to develop a novel hybridvision architecture combining conventional frame-based cameras with event-based sensorscapable of microsecond-scale temporal resolution. The targeted system integrates two keycomponents: (1) an energy-efficient Spiking Neural Network (SNN) for frame-based semanticsegmentation, and (2) an adaptive mechanism using event-based optical flow to interpolatesemantic information between frames. Our approach will be evaluated on existing event-baseddataset (DSEC, MVSEC...) on semantic segmentation by compensating for information loss withinframes thanks to the continuous steam of events. Moreover, integrating optical flow for both



semantic segmentation and motion estimation eliminates the need for separate neural networks,reducing computational complexity and improving the overall efficiency of autonomous navigation.
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1 Context
The "neuromorphic" event-based approach to vision and image sensing is recently gaining substan-tial attention as it proposes solutions to the problems encountered with conventional technologyof image processing. The output of such a sensor is a time-continuous stream of pixels, deliv-ered at unprecedented temporal resolution, containing zero redundancy and encoding orders ofmagnitude higher dynamic range than conventional image sensors. However, due to the lack ofalternatives so far, the event-based, asynchronous output of these sensors have been processedusing conventional computing devices such as CPUs and GPUs. This way of processing is obviouslynon-ideal and does not allow to fully benefit from the unique characteristics of such sensors.Spiking Neural Networks (SNN) models have been studied for several years as an interestingalternative to conventional Neural Networks both for their reduction of computational complexityin deep network topologies, and for their natural ability to support unsupervised and bio-inspiredlearning rules. In the context of interest of image processing, SNN are particularly suitable withevent-based sensors and are therefore more suited to capture spatio-temporal regularities ina constant flow of events. The combination of event-based sensors and SNN networks makesit possible to considerably increase the energy efficiency of neural-based AI Dampfhoffer et al.(2023); Lemaire et al. (2023) while guaranteeing low reaction times in the context of real-timeembedded processing such as autonomous systems, especially autonomous vehicles, drones, orsatellites. Much work has been proposed in this framework but very little of it addresses thequestion of fusion of frame-based and event-based cameras.
2 Goals of the post-doctoral project
This research project is positioned in a new framework for image processing in a continuousflow of information from sensors integrated into embedded devices. Standard approaches toimage processing and machine learning are based on the notion of frames derived from the wayinformation is captured by traditional image sensors. However, the functioning of the biologicalretina and of the visual system more generally reminds us that this information is continuous andthat other, more efficient, computation schemes are possible. The emergence of event-drivensensors in the 2000s has helped to challenge the sensors themselves, but without sufficientlymodifying the algorithms that manipulate these nanoscale event flows. The reconstructionof intermediate frames continues to bring the neuromorphic community back into the well-established framework of conventional image processing.
In this project, we’re seeking to free ourselves as much as possible from this representation, to takefull advantage of the temporal dynamics of the scene in which the system (drone, vehicle, robot,satellite, etc.) is evolving. This paradigm shift requires us to master the theory of event-drivenprocessing, to learn spiking neural networks that can effectively take advantage of their sparsity,and to adapt conventional image processing to this different nature of visual information, closerto that present in the brain.
Visual dynamics will be established through optical flow prediction and will be used to correct thevisual perception of an embedded system. We will first focus on semantic segmentation tasks andseek to demonstrate that this computational paradigm can both increase processing throughputand reduce the overall energy consumption of embedded AI.
The project will draw on complementary research results from the eBRAIN group from LEAT
laboratory at Université Côte d’Azur on SNN networks and neuromorphic architectures, andfrom the Neuromorphic Group at the University of Groningen on bio-inspired sensors for visualperception. The postdoc will be supervised both by Pr. Benoit Miramond from Université Côted’Azur and Pr. Elisabetta Chicca from Groningen University.
3 State of the art
Alonso et al. Alonso and Murillo (2019) were pioneers in developing an Xception-based encoder-decoder model for semantic segmentation that used event data. Gehrig et al. Gehrig et al. (2020)
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further enhanced this approach by integrating synthetic event data from video sources to refinethe training process. Subsequent research expanded on these ideas, with Wang et al. Wang et al.(2021a) investigating event-to-image transformations, Sun et al. Sun et al. (2022) introducingunsupervised domain adaptation techniques, and Wang et al. Wang et al. (2021b) applying knowl-edge distillation methods. Hybrid models that combine spiking and artificial neural networkshave also been developed, as demonstrated by Zhang et al. Zhang et al. (2023) and Das et al.Das Biswas et al. (2024). A significant advancement came from Patel et al. Patel et al. (2021), whodesigned a spiking neural network architecture focused on segmenting images with only twoclasses. Following this, Kim et al. Kim et al. (2022) created an encoder-decoder spiking neuralnetwork architecture with batch normalization through time, capable of handling a greater numberof classes. Building on these foundations, Hareb et al. Hareb and Martinet (2024) introduceda fully spiking network, and Zhang et al. Zhang et al. (2024) recently proposed a spike-basedhierarchical search method to optimize encoder architectures for both event streams and fusedevent-image inputs.
Recent advances in event-based optical flow estimation have transformed the field throughincreasingly sophisticated methodologies. The development began with Zhu et al. Zhu et al.(2018), who introduced EV-Flownet, a self-supervised model that segments events into nearbytemporal bins and uses contrast maximization for motion compensation. Building on this, Ye et al.Ye et al. (2020) proposed an unsupervised approach to simultaneously estimate optical flow, depth,and egomotion. Moving beyond traditional event accumulation, Hagenaars et al. Hagenaarset al. (2021) and Cuadrado et al. Cuadrado et al. (2023) introduced SNNs to better capture thespatiotemporal structure of event data in continuous settings. In supervised approaches, Gehriget al. Gehrig et al. (2021) adapted the RAFT model Teed and Deng (2020) for events, introducingcorrelation volumes to the event domain—a technique later refined by Hagenaars et al. Hagenaarset al. (2021), Paredes et al. Paredes-Vallés and De Croon (2021), and Shiba et al. Shiba et al.(2022). Further enhancing these methods, Paredes et al. Paredes-Vallés et al. (2023) and Liu et al.Liu et al. (2023) worked to improve accuracy and temporal resolution: Paredes used an iterativeevent-warping module to potentially capture nonlinear motion trajectories, while Liu added finertemporal correlation volumes. However, while these methods achieved high performance, thecomputation and storage requirements of correlation volumes, as seen in Gehrig et al. (2021) Liuet al. (2023), and later Gehrig et al. (2024)—which fit Bezier curves for nonlinear motion—scalepoorly with input resolution, limiting use on memory-constrained devices. To address theseconstraints, Wu et al. Wu et al. (2024) introduced a sequential processing method that bypassescorrelation volumes, achieving a low-latency, energy-efficient solution that remains effective evenwith large pixel displacements.
4 Organization of the postdoc position
The postdoc position will be organized as follows:

• formalization of the problem
• preparation of a bibliographic report
• first visit at Groningen to define the main features of the scientific approach
• develop the algorithm for event-based streaming perception with SNN
• experimentation on existing event-based datasets
• second visit at Groningen to collect data on bio-inspired sensors
• submission of publications
• duration: 18 months
• starting date: january 2026
• location: LEAT, Sophia-Antipolis

4/6



5 Skills
PhD degree in one of the following domains artificial intelligence, image processing, neuromorphicengineering, spiking neural networks.
Background and experience in machine-learning, spiking neural networks and/or embeddedsystems.
Strong motivation, team working, fluent in english spoken and written.
Programming skills in python, keras, pytorch or equivalent.
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